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Abstract 

 

Technical developments for in vivo electrical 
property mapping using magnetic resonance 

imaging 
 

 

Narae Choi 

Dept. of Electrical and Electronic Eng. 

The Graduate School 

Yonsei University 

 
Magnetic resonance imaging (MRI) is a widely used technique for diagnosing disease. 

Recently, MR-based electrical property mapping was proposed as a new imaging modality 

which provides unique contrast information of human body. This dissertation is related to the 

study of in vivo electrical property using MRI. Specifically three studies are presented in this 

thesis: 1) a technique for mapping the electrical properties is presented, 2) a novel contrast 

imaging scheme using the electrical properties is developed, and 3) an application focused on 

measuring the conductivity of blood is presented. In the first study, a gradient echo based 

double-angle multi-echo actual flip-angle imaging sequence (DA-AFI) was developed for 

MR image acquisition and a B1
+ mapping technique was proposed to simultaneously 

calculate the complex B1
+ map. This proposed method is robust to the noise comparison with 

the conventional AFI. In the second study, using the previously developed B1
+ map, loss 

tangent imaging was proposed as a supplementary tool for estimating the thermal sensitivity 

of tissues. Simulation analysis showed the potential of loss tangent imaging to be a tool for 
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predicting the RF wave propagation in the context of hyperthermia. Using conventional 

processes, there was limitation that the phase information of the B1
+ is frequently distorted 

due to the flow components. The third study focused on correcting this distortion. Since flow 

effects were hard to remove using conventional methods, a double spin echo was used to 

compensate the flow effect. To improve the estimation of electrical conductivity of flow 

components, the flow induced effects in B1
+ phase was analyzed with a velocity map. These 

approaches were studied with phantom and in vivo experiments. In summary, the proposed 

methods estimated in vivo electrical properties non-invasively and enhanced the robustness of 

the estimation by developing new pulse sequence for MR image acquisition and technique for 

post-processing algorithm. 

 

Keywords: magnetic resonance imaging, B1
+ mapping, electrical property mapping, MREPT, 

loss tangent imaging, flow effect removal
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Chapter 1  

Introduction 
 

 

 

1.1 MRI basics 
 

Magnetic resonance imaging (MRI) is a versatile tool and widely used technique for 

diagnosing disease. MRI provides high resolution anatomical information, excellent soft 

tissue contrast of the human body with non-invasive manner, and can obtain various contrast 

information such as proton density image, T1-weighted image, T2-weighted image, and 

susceptibility weighted image. Recently, MR-based electrical property mapping was 

proposed as a new imaging technic which provides unique contrast information [1-3]. 

Electrical property mapping enables imaging of quantitative conductivity and permittivity 

maps. 

The rest of this chapter is outlined to provide background knowledge in understanding 

electrical property imaging using MRI. 

 

1.1.1 Magnetic polarization 
 

Water is a major component of human body. Most of the MR imaging uses the interaction 

between hydrogen in the water (proton or 1H) and electromagnetic field. Inside a strong static 

magnetic field, usually referred to the main field B0, a net magnetization ܯሬሬԦ in the direction 

of B0 is formed. The net magnetization ܯሬሬԦ is a source of MR signal. 
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The net magnetization ܯሬሬԦ, which is formed spins having intrinsic angular momentum, can 

be described as a spinning gyroscope. If the ܯሬሬԦ is tipped away from applied B0 field, ܯሬሬԦ will 

precess along the main magnetic field with a specific resonance frequency. This frequency 

called Larmor frequency is defined with the following equation 

0 0B   (rad/s)                           (1.1) 

where ω0 is the Larmor frequency and γ is the gyromagnetic ratio. The gyromagnetic ratio is 

a constant which is characteristic of the nucleus. In water, the hydrogen has a gyromagnetic 

ratio of 2.675×108 rad/s/Tesla or 42.576 MHz/Tesla. In this thesis, all images are obtained 

from the magnetization of hydrogen (1H) with a magnetic field strength of 3 Tesla which 

corresponds to a Larmor frequency of approximately 128 MHz. 

Figure 1.1 illustrates the magnetization and precession of nuclear spin in the applied 

magnetic field B0 (z direction). Using a classical physics perspective, the protons are aligned 

parallel and anti-parallel to the main magnetic field. The difference in the number of them, 

which is determined by the Boltzmann distribution, forms the net magnetization ܯሬሬԦ. 
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Figure 1. 1 Spin models to describe the behavior of protons when the B0 is applied. a. After 

magnetic field B0 is applied, randomly distributed protons are aligned to B0. b. The net 

magnetization ࡹሬሬሬԦ precesses with Larmor frequency along B0 direction (z direction). c. A 

simplified spin model of proton (hydrogen nucleus 1H). 
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1.1.2 Excitation 
 

  In equilibrium state, ܯሬሬԦ stays in the main field direction (z direction) while the transverse 

component (xy direction) is zero. ܯሬሬԦ can rotate away from the z direction by applying an 

external magnetic field. This external magnetic field that is applied is called RF 

(radiofrequency) excitation field and the resulting magnetic field that is produced is referred 

to as the ܤଵሬሬሬሬԦ field. To change the aligned axis of spin, the RF excitation pulse should rotate 

in the same manner as the precessing spins. This is known as resonance condition [4]. By 

convention, the magnetization is said to rotate in the counterclockwise direction (Fig. 1.1). 

 ଵሬሬሬሬԦ field is typically applied with a short duration (a few milliseconds) and oscillates in theܤ  

radio-frequency range with weak amplitude (about 50mT). Recent MRI systems use 

quadrature RF transmitter coils to generate ܤଵሬሬሬሬԦ field rotating counterclockwise since the net 

magnetization vector precesses counterclockwise [5]. Circularly polarized field (B1
+ field) 

has the advantage of reduced RF power to achieve excitation compared to linear polarization. 

The B1
+ field can be represented with following equation 

1, 1,
1

( ) ( )
( )

2
x yB t iB t

B t 
                         (1.2) 

where B1,x and B1,y are x and y axis components of ܤଵሬሬሬሬԦ, respectively. Figure 1.2 describes the 

excitation procedure from a rotating frame view. 

 After applying ܤଵሬሬሬሬԦ field, the spin systems return to the equilibrium state which is called 

relaxation. The transverse magnetization exponentially decays with a time constant T2 and 

the longitudinal magnetization exponentially increases back to the steady state with time 

constant T1. The time rate of change of magnetization during precession generates an induced 

voltage by Faraday’s law of electromagnetic induction and this is detected through a receiver 

coil. 
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Figure 1. 2 The magnetization is tipped away from the z-axis by applying external magnetic 

field (࡮૚ሬሬሬሬሬԦ field). The axis represents the rotating frame (x’, y’, z’) which rotates around the 

main magnetic field B0 with the frequency of ω0. 

 

1.1.3 B1
+ and B1

- 
 

In the presence of an object, the actual magnetic field distribution can be decomposed into 

B1
+ and B1

-components. The B1
+ field rotates in the same direction as the precessing spins 

and enforces the excitation of spins. B1
- field rotates in the opposite direction of the 

precession direction and produces negligible effects on a spin system. Therefore, the effective 

B1 field is considered to be B1
+.  

Figure 1.3 shows simulation result of electromagnetic field distribution for a RF coil which 

produces a counterclockwise ܤଵሬሬሬሬԦ. Both B1
+ and B1

- are produced in the presence of an object. 

Although the magnitude of the B1
- is scaled up five times, the intensity is smaller than B1

+. 

From simulation, the magnitude intensity of the B1
+ is 100 times higher than that of the B1

- at 

the center of an object. 
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Figure 1. 3 Simulation results. a. Phantom model. b. B1
+ magnitude. c. 5×B1

- magnitude. d. 

B1
+ phase. e. B1

- phase. B1
+ field which rotates in the same direction of the precessing spins 

affects the spins to tip along the transverse direction. 

 

1.1.4 The Bloch equation 
 

The behavior of the net magnetization ܯሬሬԦ is described by the Bloch equation. The Bloch 

equation is defined as follows 

0

2 1

( )x y z z
M i M j M M kdM

M B
dt T T


 

   

    
.              (1.3) 

where ܯሬሬԦ = (Mx, My, Mz) is the magnetization, ܤሬԦ = (Bx, By, Bz), and Mz
0 corresponds to the 

equilibrium magnetization. The longitudinal relaxation time (T1) and transverse relaxation 

time (T2) are time relaxation constant which are dependent on tissue characteristic. During 

the presence of a ܤଵሬሬሬሬԦ field, the T1 and T2 component can be ignored because the duration of 
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RF excitation pulse is short compared to T1 and T2. Equation (1.3) can be rewritten as a 

simpler from: 

1 1

1 1

0

cos( )

sin( )

B B
dM

M B B
dt

B



 
 
   
 
 
 

 
   

.                     (1.4) 

The movement of magnetization after an excitation pulse with flip angle α-pulse can be 

described using rotation matrix. If the initial magnetization is (0, 0, M0) 

0 1

' 1 ' 0 1

0 0

0 sin( )sin( )

( ) ( ) 0 sin( )cos( )

cos( )
z x

M B

M R B R M B

M M


 



  
       
     


  

               (1.5) 

where the Rz’ and Rx’ are rotation operators about the z’- and x’-axis, respectively. The 

magnitude of ܯሬሬԦ after excitation is ܯ଴ sin  ,ଵሬሬሬሬԦ. Thereforeܤ∠-ሬሬԦ is π/2ܯ and phase of the ߙ

the ܤଵሬሬሬሬԦ phase can be retrieved from the signal phase immediately after the RF excitation 

pulse. 

 

 

1.2 B1
+ mapping 

 

 The B1
+ field produced in the object of interest has non-uniformity such as central 

brightening proportional to the B0 strength due to a reduction of the RF wavelength. The 

study of the distribution of the transmitted RF has been performed by many study groups [6-

8]. Since the accurate measurement of the ܤଵሬሬሬሬԦ field is useful for many MR applications such 

as RF pulse designs, electric property mapping, quality control of RF coils, and correction of 

B1
+ inhomogeneity in various quantitative studies [3, 9-11]. Figure 1.4 shows an example of 

B1
+ magnitude and phase map distribution in a conductive phantom. These B1

+ magnitude 
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maps were measured using a double angle method (DAM) and actual flip angle imaging (AFI) 

method [12-14]. 

 

 

Figure 1. 4 B1
+ magnitude (scale: [0.7 1.3]) and phase map (scale: [-0.3 1.3] rad). a. B1

+ 

magnitude map obtained from DAM (left) and AFI (right) method. The flip angle used for 

each method is noted. b. B1
+ phase is estimated to be half of the spin echo data acquired with 

DAM data. 

 

1.2.1 B1
+ magnitude mapping 

 

The amplitude of the B1
+ can be measured by several approaches [12-16]. These B1

+ 

mapping methods can be divided into two types: magnitude-based and phase-based method. 

Magnitude-based methods use the relationship between B1
+ and magnitude image, while 

phase-based methods use the relationship between B1
+ and phase image. Each method has 

pros and cons in terms of scan time, accuracy, and its applications. 

A simple magnitude-based method is the DAM [12, 14], which uses the signal ratios of 

images acquired with two different flip angles (α and 2α) to estimate the actual flip angle. 

The estimated flip angle (αDAM) is calculated by the following equation 

1 2

1

cos
2DAM

S

S
                           (1.7) 
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where S1 and S2 are the acquired images with flip angle α and 2α, respectively. The DAM 

method uses long TR (repetition time) to minimize the influence of the T1 relaxation term, 

resulting in a long scan time. Therefore this method is not suitable for in vivo applications. 

One commonly used 3D B1
+ magnitude mapping method is AFI [13, 17], which measures 

the distribution of flip angles by acquiring data at two different TRs (TR1 and TR2). The 

estimated flip angle (αAFI) is calculated by the following equation 

1 1
cosAFI

rn

n r
  




                           (1.8) 

where r = S2/S1 and n = TR2/TR1. S1 and S2 are acquired images at two different TR of TR1 

and TR2, respectively. 

Dual refocusing echo acquisition mode (DREAM) is a very fast B1
+ magnitude mapping 

method [16]. This method employs a stimulated echo acquisition mode (STEAM) preparation 

with a single-shot gradient echo sequence and acquires the stimulated echo and FID (free 

induction decay) signal simultaneously. Therefore, fast estimation of the 2D B1
+ map is 

possible. However, DREAM method provides a low resolution map (5 ~7 mm resolution) due 

to the limitation of low SNR (signal to noise ratio). 

The Bloch-Siegert B1
+ mapping method is a phase-based method which is robust to TR and 

T1 relaxation effects [15]. This method provides an accurate B1
+ magnitude map. To estimate 

both B1
+ magnitude and phase, spin-echo Bloch-Siegert B1

+ mapping method should be used. 

However, this method requires a relatively long TR and two separate scans to estimate B1
+ 

map. 

Alternatives to the above methods include using stimulated echoes [18] or the signal 

nulling method [19]. Multiple TR B1/T1 mapping (MTM) [20], phase-sensitive method of flip 

angle mapping [21], or ܤଵሬሬሬሬԦ estimation using adiabatic refocusing (BEAR) [22] are recently 

proposed as a progressive method. 
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1.2.2 B1
+ phase mapping 

 

Together with the B1
+ magnitude map, B1

+ phase also holds valuable information for 

applications such as RF transmit/receive characterization [23, 24] and electric property 

mapping, which require both B1
+ magnitude and phase information [3, 25, 26]. 

Ideally, MR signal at TE (echo time) =0 contains contributions from the B1
+ and B1

- phases; 

however, not all of this information can be acquired. The B1
+ is related to the RF transmitter 

while B1
- is related to the RF receiver [27]. Conventional spin echo (SE) sequences can be 

used to deduce the TE=0 phase information while removing the effects of B0 inhomogeneity. 

Using a parallel transmit coil, B1
+ phase could be used to separate from the MR signal [28]. 

However, using a single transmit coil, separation of the B1
+ phase is difficult. For certain coil 

arrangements or object geometries , the B1
+ phase is approximately the same as the B1

- phase. 

Therefore, the B1
+ phase can be estimated as half of the TE=0 phase (i.e., half the SE phase or 

balanced steady-state free precession (bSSFP) phase) [1, 26, 27]. Figure 1.5 shows the 

simulation results of the RF transmit and receive phase. The head model has a bilateral 

symmetry and the above assumption that ∠B1
+≒∠B1

- can be applied. Simulation results 

show similar distributions of B1
+ phase (figure 1.5b) and B1

- phase (figure 1.5c). 

 

 

Figure 1. 5 Simulation results of the RF transmit and receive phase. a. Phantom model. b. 

B1
+ phase of the RF transmit field. c. B1

- phase of the RF receive field. 
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1.3 Electrical property mapping 
 

This dissertation deals with the electrical properties of tissues such as conductivity, 

permittivity and loss tangent. The electrical properties of tissues have been measured using 

sensors or probes in many dosimetry studies [29-31]. The dielectric properties of biological 

tissues can be used in various fields, for example, to explain the molecular processes, to 

measure the specific absorption rate (SAR) [2], and to simulate the electromagnetic field 

inside the human body with the wireless telecommunication environment. Moreover, the 

information of electrical properties of human body provides diagnosis and treatment of 

various oncologic diseases, radio-frequency hyperthermia, electrocardiography, and 

functional and structural information of human body [32-35]. 

 

1.3.1. Frequency dependent dielectric properties 
 

The dielectric properties of a biological tissue are determined from the interaction of 

electromagnetic field with tissue at the cellular level. These properties vary with the 

frequency of the electromagnetic field. Typically, soft tissues exhibit a continuous decrease in 

permittivity with frequency increase while the conductivity increases with frequency increase. 

The dependency on frequency can be divided into three regions dependent on the dominant 

physical mechanism and is commonly referred as α, β and γ dispersions. The origin of 

conductivity in the α dispersion, in the low frequency region which is below few kHz, is 

associated with ionic diffusion processes at the site of the cellular membrane. In the β 

dispersion which is in the hundreds of kilohertz region, the conductivity variation is 

dominated by the polarization of cellular membranes and the polarization of protein and other 

organic macromolecules. The variation of the conductivity in the γ dispersion, in the 

gigahertz region, is due to the polarization of water molecules [36]. 
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MREPT (magnetic resonance electric properties tomography) and MREIT (magnetic 

resonance electrical impedance tomography) are mainly used techniques to measure the 

electrical properties. These two methods provide the electrical conductivity of biological 

tissues at different frequencies. MREIT provides low-frequency (below 1kHz) conductivity 

[37]. This technique estimates the contrast information of conductivity by injecting low 

frequency current to an object. MREIT gives information of cellular structure since low 

frequency currents can’s pass through the inside of cells [38]. MREPT is a recently 

introduced technique which is a non-invasive estimation method of probing electrical 

properties [2, 26, 39]. MREPT provides high-frequency (at the Larmor frequency, 64-300 

MHz with 1.5-7T MRI) conductivity using the B1
+ map [2]. At high frequencies, the 

conductivity is not affected by the membrane since the high frequency current can penetrate 

everywhere regardless of the membrane. MREPT data enable the quantitative analysis of 

absolute conductivity [40]. 

 

1.3.2 Relation between electrical property and RF propagation 
 

The magnetic field inside the MR system varies for each patient. Also, RF field 

distribution inside the patient is affected by the geometry and electromagnetic properties of 

the human body. From time-harmonic Maxwell equations, 

0E i H  
 

                          (1.9) 

( )H i E   
 

                         (1.10) 

where ܧሬԦ is the electric field, ܪሬሬԦ is the magnetic field, μ0 is a permeability in vacuum, σ is 

the conductivity, ω is the angular frequency, and ε is the permittivity. Taking the curl to 

equation (1.10) 

( ) ( ) ( )H i E i E i E             
   

.      (1.11) 
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Since the ∇×∇×ܪሬሬԦ can be rewritten as -∇2ܪሬሬԦ, equation (1.11) is represented following 

equation 

2
0

( )
( ) ( )

i
H H i i H

i

    
 

 
     



  
.           (1.12) 

From this relation between electrical properties and magnetic field, the electrical conductivity 

and permittivity of tissues can be acquired by measuring B1
+ map (ܤଵሬሬሬሬԦ =  .(ሬሬԦܪ଴ߤ

 

1.3.3 Magnetic resonance electric properties tomography (MREPT) 
 

Most MREPT reconstruction algorithms assume homogeneous electrical properties inside 

each tissue. With this assumption, the first term of the right side of the equation (1.12) can be 

ignored and then the equation (1.12) becomes a Helmholtz equation 

2
0 ( ) 0H i i H     

 
.                     (1.13) 

The RF magnetic field of the MR system is circularly polarized so that the notation H+ = 

(Hx+iHy)/2 is convenient to use instead of ܪሬሬԦ. Since each component of ܪሬሬԦ satisfies the 

equation (1.13), H+ also satisfies 

2
0 ( ) 0H i i H       .                    (1.14) 

Electrical properties are directly solved by equation (1.14), the H+ can be replaced with B1
+ 

22
1

0 0 1

( )( )
( ) ( )

( ) ( )

B rH r
r i r

i H r i B r
 

 



 


   .                (1.15) 

  Equation (1.15) is correct over homogeneous phantom or tissues. Due to the assumption of 

( ) 0i    , estimation error occurs at the boundary of tissues and inhomogeneous 

regions. In addition, this algorithm is sensitive to fluctuation of signal and noise due to the 

Laplacian operator. These effects can be reduced to apply smoothing filters. 
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1.4 Motivation 
 

The main motivation to develop and use electrical property mapping is because it can give 

complement information to conventional images and generate a new contrast image which 

can help medical diagnosis. Although the electrical properties of biological tissues have been 

used in various fields, most of the studies measured the ex vivo electrical properties or were 

performed on animals, due to the limitation of invasive measurement. 

MREPT uses B1
+ map to solve the Helmholtz equation and determine the electrical 

properties. Accurate B1
+ map is necessary to determine the electrical property. The B1

+ phase 

did not gain much interest to the MRI community previous to the appearance of MREPT, B1
+ 

phase mapping method is hard to find contrary of the plenty of B1
+ magnitude mapping 

method. Especially for conductivity mapping, B1
+ phase should have high SNR as B1

+ 

magnitude.  

Moving spins such as blood flow disturbs B1
+ phase mapping because motion itself 

generates phase modulation in MRI. The phase perturbation from the flow generates severe 

estimation error of conductivity. The conductivity variation by the flow is observed many 

study groups [32, 41]. Therefore, the flow effect should be taken into consideration when 

measuring B1
+ phase. Since the flow effect is hard to remove using a conventional method, 

there is a need to develop a flow compensated B1
+ mapping method. 
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1.5 Outline of this dissertation 
 

In chapter 2, a simultaneous B1
+ magnitude and phase mapping is suggested. To acquire 

the B1
+ magnitude and phase simultaneously, a modified multi-echo AFI sequence is 

proposed. A multi-echo gradient echo sequence was integrated into every even TR of AFI to 

measure both magnitude and phase of B1
+. To increase the signal-to-noise ratio of the B1

+ 

phase, a double-angle multi-echo AFI sequence, in which the flip-angle of the RF pulses is α 

at the odd TR and 2α at the even TR is proposed. Images were simulated to evaluate the 

performance of this method by adjusting various imaging and physical parameters. The 

performance was compared to the spin echo based B1
+ mapping method in both phantom and 

in vivo studies. 

The purpose of chapter 3 is to visualize the dielectric loss tangent of tissue using MRI and 

observe the effect of loss tangent in the process of hyperthermia from simulations. The non-

invasive loss tangent imaging method was proposed at the Larmor frequency. 

Electromagnetic simulations of hyperthermia were performed to observe temperature 

elevation, energy efficiency, and penetration depth with respect to loss tangent using the 

Bessel boundary matching method. For measurement of tissue loss tangent, radio frequency 

field maps (B1
+ map) were acquired using a double-angle AFI sequence. The conductivity 

and permittivity were obtained from the complex B1
+ map using Helmholtz equation. 

Phantom and ex vivo experiments were performed for verification. 

Chapter 4 focused on the reconstruction of in vivo conductivity map using flow 

compensated double spin echo signals and analysis of flow induced effects in B1
+ phase to 

improve the estimation of electrical conductivity. The estimation of flow conductivity was 

also pursued in this work. To remove additional phase, spatial polynomial fitting was applied 
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using information of velocity encoded phase acquired from a separate acquisition. Phantom 

and in vivo experiments were performed to validate proposed method. 

 

 
Figure 1. 6 Outline of the dissertation. In the chapter 2, the complex B1

+ mapping method is 
suggested. Chapter 3 analyzes and visualizes the loss tangent. Chapter 4 focuses on the 
reconstruction of in vivo conductivity map.
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Chapter 2  

A modified multi-echo AFI for simultaneous 
B1

+ magnitude and phase mapping 
 

 

 

2.1 Introduction 
 

Measurement of transmit RF field, which is called B1
+ mapping, can be useful for many 

MR applications such as determining local RF power [42, 43], measuring RF coil 

performance [11, 44], mitigating B1
+ inhomogeneity using a parallel transmit system [6, 7], 

correcting B1
+ inhomogeneity effects in various quantitative studies [9, 10, 45, 46], and 

mapping electric property constants [2, 3, 26, 47, 48]. 

Several approaches have been developed to map B1
+ magnitude [12-16, 22]. Each method 

uses a relationship between B1
+ and acquired signal to measure B1

+ magnitude. These 

methods have limitations such as long scan time, low SNR, or multiple numbers of scan. 

AFI, which introduced in chapter 1.2.1, measures the distribution of flip angles by 

acquiring data at two different TRs. Assuming the transverse magnetization is completely 

spoiled and repetition times are much shorter than the longitudinal relaxation time (TR1 < 

TR2 << T1), the flip angle (α) can be estimated from two different images (S1 and S2) 

measured at TR1 and TR2, respectively [17]. 

While most applications use a measured B1
+ magnitude map, the B1

+ phase also holds 

valuable information for many applications which are specified in chapter 1.2.2. Especially, 

to calculate electrical conductivity, accurate B1
+ phase measurements are necessary together 

with the precise B1
+ magnitude mapping [3, 25]. 
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The absolute B1
+ phase is difficult to obtain, therefor, current method have difficulty in 

measuring it. Information of TE=0 phase can be used to measure B1
+ phase. Conventional SE 

and bSSFP sequences can be used to deduce the TE=0 phase information while removing the 

effects of B0 inhomogeneity. However, simultaneous mapping of B1
+ magnitude and phase 

from spin echo pulse sequence requires long scan times to acquire 3D images. 

To obtain B1
+ magnitude and phase simultaneously, a multi-echo AFI sequence is proposed 

that integrates an AFI sequence with a multi-echo gradient echo sequence to estimate the B1
+ 

phase [8, 49]. AFI sequence is modified to a double-angle multi-echo AFI (DA-AFI) 

sequence where the flip angle for the multi-echo gradient portion is doubled to increase the 

signal-to-noise ratio (SNR) in the mapping of B1
+. Numerical simulations were performed to 

observe performances of the proposed sequence and determine the optimal flip angles and the 

number of echoes. DA-AFI can provide 3D whole-body B1
+ magnitude and phase with a fast 

single-scan procedure. Comparison with conventional AFI, this approach has small noise 

standard deviation at both B1
+ magnitude and phase without additional scan time. Phantom 

and in vivo imaging experiments were performed for the validation of proposed method. 

 

 

2.2 Methods 
 

2.2.1 Double flip-angle AFI 
 

A multi-echo gradient echo sequence was combined with AFI using two different flip 

angles to acquire the complex B1
+ map, which includes both magnitude and phase. The 

sequence diagram is described in figure 2.1. The initial gradient echoes (S1, S2) were acquired 

at both TRs (TR1, TR2) to calculate B1
+ magnitude ( 1

ˆ
magB ). Echoes acquired at TR2 (S2, S3, 

…) were used to calculate B1
+ phase ( 1

ˆ
phaseB ). While precision of 1

ˆ
magB  is determined by 
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both S1 and S2, The signal intensities acquired at TR2 determines the precision of 1
ˆ

phaseB . In 

the original AFI sequence, the signal intensity at TR2 was usually lower than that at TR1, 

since longitude magnetization may be less recovered to a steady state if TR1 < TR2 << T1. To 

obtain high signal intensity at TR2, the flip angles were adjusted such that TR2 has twice the 

flip angle of TR1 (first flip angle, α; second flip angle, 2α). Thus, using a similar approach to 

[17], the flip angle can be reconstructed by the following closed-form equation. 

1 2 2

1 1

1 1 2( ) ( 1)
cos , ,

2( )

r n r n S TR
 where r  n

n r S TR
 

    
     

            (2.1) 

The details of the derivation are followed. In steady-state, the longitudinal magnetizations 

for TR1 and TR2 before excitation are 

2 1 2 2
1 0

1 2 1 2

1 (1 ) cos

1 cos cosz

E E E
M M

E E


 

  



                    (2.2) 

1 2 1 1
2 0

1 2 1 2

1 (1 ) cos

1 cos cosz

E E E
M M

E E


 

  



                    (2.3) 

where 1,2
1,2

1

exp( )
TR

E
T

   and M0 represents equilibrium magnetization. The acquired 

signals S1 and S2 can be expressed as: 

1,2 1,2 1,2*
2

exp( )sinz

TE
S M

T
  .                      (2.4) 

The ratio r of the magnitudes of the two images is formed giving 

2 1 2 1 1
1

1 2 1 2 2

1 (1 ) cos
2cos

1 (1 ) cos

S E E E
r

S E E E

 


   
      

                (2.5) 

with the condition that the second flip angle is twice the first flip angle (α2 = 2*α1). For short 

TR1 and TR2, a first-order approximation is applied to simplify Eq. (2.5). 

1
12

1

1 cos
2cos

2cos 1

n
r

n

 


 
    

                      (2.6) 
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where 2

1

TR
n

TR
 . After solving a quadratic equation for α1, the flip angle α1 is estimated as 

1
1

1 1 2( ) ( 1)
cos

2( )

r n r n

r n
 

    
    

.                   (2.7) 

Generally, n is larger than two, which makes the term in the root larger than or equal to zero. 

If the flip angle is in the range from 0° to 90°, the sign in front of the root is negative. Hence, 

the α is derived as 

1
1

1 1 2( ) ( 1)
cos

2( )

r n r n

r n
 

    
    

.                  (2.1) 

 An assumption that TR1 and TR2 are much shorter than the T1 relaxation time was used 

similar to AFI, therefore, the accuracy of the approximated equation (2.1) is changed under 

varying TR and relaxation conditions.
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Figure 2. 1 Pulse sequence diagram of double-angle multi-echo AFI. The RF flip angle of the second pulse was twice the RF flip angle of the 

first pulse. Multi-echo gradient echoes were acquired during the second pulse. Spoiling gradients were applied on each of the three gradient axes 

(not shown). The total spoiling gradient area at TR2 was n (=TR2/TR1) times the gradient area at TR1. 
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The signal intensities S1, S2 were calculated based on equations (2.2), (2.3), and (2.4) and 

intrinsic estimation error in the flip angle estimate was computed using equation (2.1). Figure 

2.2 illustrates the estimation errors with the variation of TR, T1 relaxation time and the TR 

ratio (n). Simulations in (a) were performed with TR1/T1 ratios of 0.02, 0.06, and 0.2 and n=5 

(e.g., TR2/TR1: 150/30ms). These values were chosen with actual T1 values in mind (1500, 

500, and 150ms). The simulations in (b) were performed with values of n=2, 3, 5, 10, and 15 

at TR1/T1=0.06 (e.g., TR1: 30ms, T1: 500ms). Flip-angle estimates become worse at low flip 

angles due to noise corruption. The estimation error was less than 8% even TR1/T1: 0.5 and n: 

5 (figure 2.2a), suggesting that the first-order approximation in equation (2.5) holds for a 

broad range of T1. The TR ratio, n, also affects the performance of B1
+ magnitude mapping 

(figure 2.2b), which is related to the dynamic range of flip-angle variations. Estimation errors 

less than 5% were achieved as long as n was greater than 3. Increasing n makes the variation 

in the signal ratio with respect to the flip angle almost linear and also reduces the intrinsic 

error of equation (2.1). Due to the trade-off in the scan time, the recommended n is in the 

range of 5-6. Hence, in this implementation, TR1:TR2 was set at 30ms:150ms, corresponding 

to n=5. 
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Figure 2. 2 Simulations of the flip angle estimation error ( 1
ˆ

magB -1) for the double-angle 

multi-echo AFI as a function of the flip angle. a: Effect of varying TR1/T1 ratio. The 

simulations were performed with varying TR1/T1 (0.02, 0.06, and 0.2) at n=5 (e.g., TR2/TR1: 

150/30ms). b: Effect of varying n. The simulations were performed with varying n (2, 3, 5, 

10, and 15) at TR1/T1: 0.06 (e.g., TR1: 30ms, T1: 500ms). 

 

2.2.2 Estimation of phase at TE = 0 using multi-echo gradient echo 
 

In gradient echo based sequence, the phase can be regarded as a sum of the phase produced 

by RF pulse penetration (φ0) and a linear accumulation due to B0 inhomogeneity: 

0 0( , , ) ( , , )x y z x y z B t                            (2.8) 

To determine φ0 (the initial phase at TE=0 produced by the RF transmit and receive 

process), a multi-echo gradient echo sequence was used to remove the effect of B0 

inhomogeneity. From images acquired at multiple TEs, the phase for each pixel can be fitted 

by most simply using a first-order linear least-squares fitting. The phase mapping equation 

can be written as: 
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 26 

where φi represents the phase at TEi, 
+ represents a pseudo-inverse of the matrix, and nφi 

represents a Gaussian distributed noise term for echo i. In bilateral symmetry case, such as a 

head in a bird cage coil, the B1
+ phase is half of the transceive phase (∠B1

+ ≈ φ0/2) [1, 26, 

27]. 

A 4D phase unwrapping process was performed using the PRELUDE phase unwrapping 

method [50]. A global phase was removed after the initial phase estimation. 

 

2.2.3 Intrinsic error of the B1
+ mapping 

 

Using values from the above simulations (i.e., n=5), the mapping error was calculated from 

both AFI and DA-AFI. By the law of error propagation, the error in 1
ˆ

magB  can be calculated 

as follows: 
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f f
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                    (2.10) 

where the 
1̂magB

  is the standard deviation of error in the 1
ˆ

magB , function f is the B1
+ 

magnitude mapping equation given by AFI and DA-AFI (equation (2.1)), respectively, and 

σ1,2 is the standard deviation of noise in the signal S1,2. 

For B1
+ phase mapping, from second term on the right-hand side of equation (2.9), the 

noise can be expressed as 

1

1 22

1 2

1

1 22

1 2

1

1

1

N

N

N

N

N

N

nTE
c n c n c nnTE

d n d n d n

TE n



  

  



   
                    
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.            (2.11) 

The coefficients ci and di (i=1, 2, …, N) are elements of the pseudo-inverse matrix. The error 

standard deviation in the 1
ˆ

phaseB  can be calculated as 
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phase
N NB

d d d                      (2.12) 

where 
1̂ phaseB

  is the standard deviation of error in the 1
ˆ

phaseB , σi denotes the standard 

deviation for noise in the phase. The intrinsic errors, defined in equation (2.10) and equation 

(2.12), were compared between the proposed DA-AFI and the original AFI. Steady-state 

signals (S1, S2) were produced for these two methods based on equations (2.2), (2.3), and 

(2.4). T2
* relaxation was concerned to produce multi-echo signals (S3, S4, …). 

 

2.2.4 Optimal echo number selection 
 

To determine the number of echoes for the estimation of φ0, Monte Carlo simulations were 

performed having various T2* values. Three sets of phase data using multi-echo gradient echo 

were generated at 20, 55, and 75ms of T2* relaxation times based on the reported T2* values 

of liver, white matter, and gray matter at 3T [51, 52]. The SNR of the first echo set to 50 by 

adding Gaussian noise into the complex data. More than 50,000 iterations were performed to 

guarantee precision of the simulation. The first TE was assumed to be 3.55ms, and the echo 

spacing was 3.55ms. In addition, three sets of data were produced with 10, 50, and 200 SNRs 

of the first echo. The 
1̂ phaseB

  were observed with respect to the number of fitted echoes with 

various T2* relaxation times. The last TE value, which is equal to the time required for the 

fitted echoes to get minimum noise standard deviation, was defined as Toptimal (figure 2.1). 

The Toptimal values were fitted to a first-order function. 

Figure 2.3a shows the noise standard deviation of the estimated φ0 (
1̂ phaseB

 ) calculated by 

equation (2.12). The number of echoes which provides the most robust phase estimation was 

7, 18, and 23 for T2* values of 20, 55 and 75ms, respectively (Toptimal: 24.85, 63.9, and 

81.65ms). The Toptimal time had a linear correlation with the tissue T2* value regardless of 
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SNR (figure 2.3b). The slope and coefficient of determination (R2) of each linear fit graph are 

noted. Hence, echoes were used to estimating TE=0 phase until 60% signal decay. 

 

 

Figure 2. 3 Simulation results to determine optimal number of echoes. a: 
1̂ phaseB

  with 

respect to the number of fitted echoes. Actual T2* values were 20, 55, and 75ms (SNR: 50). 

The numbers of echoes with minimum errors are marked with arrows. b: Toptimal values are 

marked with dots (SNR: 10, 50, 200). The fitted lines show the linear correlation between 

Toptimal and tissue T2* values with high R2 values regardless of SNR. 

 

2.2.5 Experiments 
 

For the performance estimation of the proposed method, axial images of a cylindrical 

phantom were obtained from 3.0T MRI scanner (Tim Trio, Siemens Medical Solutions, 

Erlangen, Germany) using a transceive quadrature head coil. Sixteen slices were acquired in 

3D mode with resolution of 2.0 × 2.0 × 4.0 mm3 voxel size. The parameters of the DA-AFI 

sequence were TR1/TR2= 30/150ms (n=5), α1,2= 40°-80°, first TE= 3.35ms, echo spacing= 

3.55ms, FOV= 128×256 mm2, number of echoes= 6, leading to scan time of 3 minutes 42 

seconds. To compare the multi-echo AFI methods, same parameters were used except α1,2: 

60°-60°. A standard reference B1 map was obtained from the SE data set using the DAM 
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technique [12]. The data set was obtained from 2D multi-slice mode with the following 

parameters: TR/TE= 2000/12ms; α= 60° and 120°, resolution of 2.0×2.0×4.0 mm3 voxel size 

and total scan time was 4 minutes 40 seconds. 

To image in vivo brain, a healthy normal volunteer was scanned with the 3D DA-AFI 

sequence and the multi-echo AFI sequence using the quadrature head coil. Written consent 

was obtained from the volunteer. Sixteen slices were obtained with 2.0 × 2.0 × 4.0 mm3 

resolution, TR1/TR2= 40/200ms, first echo time= 3.55ms, echo spacing= 3.55ms, α1,2= 40°-

80°, FOV= 256×256 mm2, leading to a total scan time of 8 minutes 12 seconds. 

 

 

2.3 Results 
 

2.3.1 Numerical simulation 
 

The noise standard deviations of the original AFI method (α-α) and the proposed DA-AFI 

method (α-2α) were calculated by the equations (2.10) and (2.12), and were described in 

figure 2.4. A reciprocal number of the noise standard deviation was analyzed to emphasize its 

high-performance ranges. The calculated 1/
1̂magB

  and 1/
1̂ phaseB

  for AFI and DA-AFI (n=5) 

show the mapping accuracy of each method. Compare to multi-echo AFI, B1
+ mapping 

performance was improved by adjusting the flip angle keeping the same scan time. Contour 

lines (figure 2.4b-c) illustrate the outperformed range for B1
+ mapping which has positive 

differences between DA-AFI and AFI at different TR1/T1 and n. Accurate magnitude 

mapping using high flip angles is beneficial, especially over 50°, where DA-AFI was always 

more accurate than the AFI method regardless of TR1/T1. The B1
+ phase mapping accuracy 

has the advantage of using low flip angles (e.g., less than 40°) since the steady-state signal 

intensity is magnificently decreased at high flip angles with short TR. In the overlapped 
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region (shaded in Figs. 4b-c), DA-AFI outperformed AFI for both magnitude and phase 

mapping. Parameters (e.g., scan time, B1
+ magnitude map accuracy, and etc.) can be adjusted 

to the purpose of the experiment. 
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Figure 2. 4 Performance evaluation of multi-echo AFI and double-angle multi-echo AFI 

sequence. a: 1/
1̂magB

  and 1/
1̂ phaseB

  for AFI and DA-AFI. b,c: Difference of the 1/  

between DA-AFI and AFI. Contour lines illustrate the outperformed range which has positive 

differences between DA-AFI and AFI (b: n=5, c: TR1/T1=0.08) for B1
+ mapping. The 

numbers on each line indicate differences between DA-AFI and AFI. Each shaded area 

represents the preferred parameters for B1
+ complex mapping using DA-AFI. 
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2.3.2 Phantom experiment 
 

Figure 2.5 shows the phantom images obtained from both AFI and DA-AFI sequences. 

The S1 and S2 images represent varying signal intensity according to the flip angle (figure 

2.5a-b). The S2 images show high SNR with flip angle of 40° to 80°. The estimated complex 

B1
+ map is shown in figure 2.5c-d. The left and right map is estimated from AFI and DA-AFI, 

respectively. Patterns of the estimated B1
+ magnitude using three different methods were 

highly correlated (figure 2.5c, e). Compared to DAM, the B1
+ magnitude was underestimated 

by 8.73% in AFI while overestimated by 7.59% in DA-AFI across the entire FOV. These bias 

errors originate from the use of first-order approximation. The calculated average 1/
1̂magB

  

values by equation (2.10) were 521.91 for 60°-60° (AFI) and 527.41 for 40°-80° (DA-AFI). 

The proposed DA-AFI method (dashed line) shows less noise than the AFI method (solid line) 

in the 1
ˆ

magB . Figures 2.5d and 2.5f depict 1
ˆ

phaseB  and line profiles of the center lines, 

respectively. Estimated B1
+ phase maps are highly correlated. Noise standard deviations were 

calculated by equation (2.12) to compare the noise in each phase image. The calculated 

1̂ phaseB
  values were 0.0032 for AFI and 0.0025 for DA-AFI. These values were normalized 

to 1.28 and 1 for convenience. The proposed DA-AFI method shows less statistical error than 

common AFI in the B1
+ phase map. Figure 2.5g represents the TE=0 phase and SE phase. 

The correlation coefficient between TE=0 phase and SE phase was 0.9890. 
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Figure 2. 5 Results of the phantom experiment. a, b: Images obtained from AFI and DA-AFI. 

S1 is obtained at TR1 and S2 is obtained at TR2. c, d: B1
+ magnitude (scale: [0.7 1.3]) and 

phase map (scale: [-0.3 1.3] rad). The left and right map is estimated from AFI and DA-AFI, 

respectively. The normalized noise standard deviation of the phase is written on each figure 

(d). e, f: Line profiles (white lines on (c) and (d)) of the magnitude and phase, respectively. 

The dotted line in (e) is a line profile of the DAM that is inserted to compare the performance 

of B1
+ magnitude mapping. g: TE=0 phase and SE phase and its line profiles. The correlation 

coefficient between TE=0 phase and SE phase is written on the figure. 
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2.3.3 Human experiment 
 

Figure 2.6 demonstrates in vivo brain B1
+ mapping using 3D DA-AFI. The anatomical 

information is clearly shown in S1 images (figure 2.6a). These image magnitudes show stable 

performance at three different slices. Figure 2.6b shows small variation of signal intensity in 

the B1
+ magnitude. The 1

ˆ
magB  map varies from -10% to 20% relative to the nominal flip 

angle through the entire FOV. The enhanced B1
+ signal in the ventricular region originates 

from the relaxation effects and conductivity contrast. The 1
ˆ

phaseB  maps show similar patterns 

except in the vessels which are illustrated in figure 2.6c. Although the B0 effect was tried to 

eliminate, accurate phase measurement at certain areas such as air-tissue interfaces was 

limited by signal loss due to strong B0 inhomogeneity in that areas with the mixture of linear 

and non-linear inhomogeneity components. 
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Figure 2. 6 In vivo human brain images obtained by the proposed DA-AFI method. a: 

Magnitude image of the DA-AFI, b: B1
+ magnitude map, c: B1

+ phase map. 
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2.4 Discussion and conclusion 
 

Combining the multi-echo gradient echo sequence with the AFI method, a strategy to 

acquire 3D data has proposed and developed for measuring B1
+ magnitude and B1

+ phase 

map simultaneously with fast scan time. Furthermore, the flip angles were modified such that 

the second flip angle was twice the first flip angle to enhance the signal obtained from the 

second RF pulse. This technique estimates B1
+ magnitude using the first gradient echoes 

acquired at both TRs (S1, S2). The B1
+ phase map was obtained by linear fitting the multiple 

echoes acquired at the second TRs. 

Fast scan time provides many advantages such as less movement of the imaging object and 

improvement of patient’s convenience. Also, DA-AFI can image whole-body regardless of 

human body part. Therefore, this method can be used to a B1 shimming preparation pulse or 

can visualize the RF field during the RF ablation [53]. This method can be applied to other 

clinical applications which need to estimate the RF field with fast scan time. 

In this study, the intrinsic error of B1
+ magnitude and phase mapping was calculated 

according to equations (2.10) and (2.12), respectively. The main assumption of the proposed 

method is that TR1, 2 are shorter than T1 relaxation time for the first-order approximation. The 

region with short T1 species will result in an overestimated B1
+. The performance of B1

+ 

mapping is also affected by various factors including T1, ratio of TR1 to TR2 (n in equation 

2.1), SNR, etc. The effect of these factors shows similar pattern in common AFI method. In 

DA-AFI, the dynamic range of signal ratio (S2/S1) was varying 0 to 2 with the change of flip 

angle. Signal ratio is sensitive to the variation of flip angles and this result in two times 

higher dynamic range than AFI method, for that reason DA-AFI provides a more accurate 

1
ˆ

magB  map. In B1
+ magnitude mapping, the increase of n causes the reduction of the intrinsic 

error of equation (2.1). Considering the scan time, the recommended n is in a range of 5-6. 
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For B1
+ complex mapping, the flip angles are recommended to be 30°~50° for DA-AFI (n=5). 

The range of flip angles can be adjusted by the increase of n and r. 

The AFI sequence is sensitive to unspoiled transverse magnetization. Therefore, a strong 

spoiling gradient is indispensable. For TR2, the total spoiling gradient area was n times larger 

than that of TR1. In this study, the multi-echo data was acquired only from TR2 to guarantee 

sufficient spoiling time and spin relaxation. However, multi-echo data can be acquired at TR1 

if there exists enough time for a readout gradient. These additional multi-echo data could 

improve the accuracy of B1
+ phase map. Using the multi-echo data, B0 map estimation is 

possible without additional scan time. 

The performance between common AFI and proposed DA-AFI was compared according to 

flip angle. DA-AFI was more robust to noise in estimating the B1
+ complex map. In this study, 

DA-AFI had a higher SAR burden than conventional AFI. Although low flip angles less than 

90 degrees were used for α and 2α, SAR was not a critical issue. Also, DA-AFI did not cause 

any SAR problems during the MR imaging. This enables analysis of mapping accuracy 

without being affected by SAR. 

The proposed method was implemented based on a gradient echo sequence. Therefore an 

intrinsic limitation appears in regions of high B0 inhomogeneity, such as air-tissue interfaces 

having severe signal loss. Although SNR of phase data can be improved using multiple 

echoes, this may not be beneficial since the effects of B0 inhomogeneity increase along with 

TE. According to simulations, the optimal fitting echo was related to T2* when a linear 

function are applied. The minimum noise standard deviation values was different at various 

T2* species and were related to the SNR of multi-echo images. Also, the high-order B0 

inhomogeneity term cannot be removed even though application of the proposed linear 

algorithm [54]. To create a more accurate and robust B1
+ phase map, additional complex and 
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time-consuming processes, such as high-order shimming, polynomial fitting, and filtering, are 

needed. 

For B1
+ phase mapping, blood flow causes a problem in estimating the initial phase. The 

phase of the flowing blood does not necessarily evolve linearly. Therefore, the linear fitting 

algorithm is not suitable to estimate the phase contribution of flowing blood. Future studies 

should address the flow effects in B1
+ phase mapping. 

A multi-echo sequence uses repeated readout gradients. Therefore, the phase of the image 

can be affected by eddy currents, which vary spatially. Presented data did not show effects of 

these components. Methods to remove gradient-induced eddy currents have been proposed 

[55, 56] and can be incorporated into proposed scheme. However, if the induced phase is a 

linear function of time, it can readily be resolved by the proposed method, which uses a linear 

fitting algorithm with equidistance echo intervals. 
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Chapter 3 

Non-invasive in vivo Loss Tangent Imaging: 
Thermal sensitivity estimation at the Larmor 
frequency 
 

 

 

3.1 Introduction 
 

Hyper-thermic ablation is widely used therapeutic tool for treatment for cardiac 

arrhythmias and cancers of liver, lung, kidney, and bone [57-60]. Hyperthermia treatment 

uses thermal sensitivity difference between tumor and normal tissue. The thermal sensitivity 

is primarily determined by the dielectric properties such as electrical permittivity and 

conductivity. Relative permittivity denotes the ability to store electrical energy and 

conductivity including complex permittivity describes how well a material absorbs 

electromagnetic wave energy. 

In the conversion of electromagnetic energy to thermal energy process, the dominant 

source of the heat is the electrical current density (Jc) due to the ohmic loss. The electrical 

conductivity of tissue, therefore, is used to estimate the quantity of the absorbed energy into 

the body such as calculate specific absorption rate. However, as the frequency of the 

electromagnetic wave becomes higher, displacement current (Jd) also influence the heating 

process due to a polarization. Therefore, permittivity should be considered in predicting 

temperature elevation. The effects of both conductivity and permittivity can be observed 

simultaneously using the dielectric loss tangent which is characteristic of materials. 

The loss tangent (tan δ) is defined as the ratio of electric current density to displacement 

current density. 
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tan dissipatedc
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
 

                     (3.1) 

 

where σ is the conductivity, ω is the angular frequency, ε0 is the dielectric constant in vacuum 

(ε0= 8.854*10-12 F/m), and εr is the relative permittivity. It can be speculated that the loss 

tangent describes how efficiently electromagnetic wave energy is converted to thermal 

energy. Equation (3.1) can be rewritten using SAR. 

tan ,       dissipated

stored

PowerSAR mass
where SAR

Power mass
 
              (3.2) 

From equation (3.2) it can be assumed that SAR has a positive correlation to the loss 

tangent. The SAR was used to predict the elevation of temperature while it considers only 

conductivity of tissues. Since loss tangent observes conductivity and permittivity, loss 

tangent can be a good complement to predict the temperature change. Predicting temperature 

elevation and measuring the quantity of energy transformation are advantageous in 

controlling hyper-thermic ablation. Still, monitoring and controlling the ablation volume are 

challenging and knowledge of the loss tangent can be beneficial in predicting the ablation 

volume. Exploring the effect of the loss tangent to the human tissue during these processes is 

valuable. 

Recently, a novel non-invasive technique is introduced to estimate electrical properties 

named MREPT [3, 26, 39]. MREPT yields quantitative values for conductivity and 

permittivity determined at the MR Larmor Frequency. The conductivity and permittivity can 

be measured from RF field maps (generally termed B1
+ map) using the Helmholtz equations. 

Therefore, loss tangent imaging can be performed using MREPT technique. Loss tangent 

imaging can also be used as a supplementary tool, since MRI used to guide treatments and 

surgeries in monitoring the temperature and visualizing tumors [61-65]. 
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Most of the studies measured the ex vivo electrical properties or were performed on 

animals, because the measurement techniques are invasive. Previously, imaging the loss 

tangent property of biological tissue has been difficult, and non-invasive in vivo imaging of 

this property has yet to be performed. 

In this study, a nondestructive loss tangent imaging method is proposed as an application 

of MREPT technique. The B1
+ map which is necessary to measure the electrical properties 

was estimated using DA-AFI method. The loss tangent is visualized non-invasively using 3T 

MRI. The loss tangent could be considered that it reflects the conversion efficiency from 

electromagnetic wave energy to thermal energy. Temperature elevation could be predicted 

using loss tangent before the hyper-thermic process. To validate the potential of a loss 

tangent as a tool for thermal sensitivity mapping, numerical simulation was performed with 

various conditions. Especially, the effect of loss tangent in the process of hyperthermia which 

is performed at high frequency over the 900MHz was analyzed, since the temperature 

elevation was correlated with loss tangent at the high frequency while correlated with 

conductivity at the low frequency. 

 

 

3.2 Methods 
 

3.2.1 Simulations – Effect of loss tangent 
 

The effect of loss tangent was observed using EM simulations to study the extent of the 

loss tangent as a monitoring parameter in the process of hyperthermia. Temperature variation, 

heat transformation, penetration depth were observed for a simple phantom model assuming 

hyperthermia. EM simulations were performed using the Bessel boundary matching (BBM) 

method [66] which can compute analytic solutions of electric and magnetic fields in a short 
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computation time. This method was implemented in Matlab. The boundary matching was 

performed in the Fourier domain. Built-in functions are used to calculate the Bessel 

coefficients. The Larmor frequency is set to 128 MHz as a frequency of 3T MRI. A single 

tissue phantom was designed with a circle shape with 10 cm in diameter (figure 3.1a). The 

phantom was considered to be a 2-dimensional cylinder model. An ablation antenna was 

assumed to be put into the center of the tissue. The magnitude of B1
+ and Ez (z-component of 

the electric field calculated by BBM method) were estimated from simulations and SAR was 

calculated using Ez and dielectric property information ( 2 /zSAR E mass ). 

Temperature elevation around the antenna was determined by measuring the peak value of 

local SAR. The temperature variation with respect to ablation frequency was observed by 

varying conductivity and permittivity at four different frequencies (Conductivity: 0.1~2.9 

S/m, relative permittivity: 40~80, frequency: 460 kHz, 128 MHz, 915 MHz, 2.45 GHz). 

In the second simulation, the efficiency of heat transformation was predicted by measuring 

the ratio of whole body SAR (sum of the SAR in the whole phantom) to the energy density in 

the dielectric medium (εE2/2). Also, the effective penetration depth was estimated by 

determining full width at half maximum (FWHM) of the local SAR around the antenna. 

Permittivity and frequency were varied with fixed conductivity (Conductivity: 0.7 S/m, 

relative permittivity: 32~80, frequency: 3 MHz~2.45 GHz) to observe how the permittivity 

affects the hyperthermia process.  

 

3.2.2 Tissue loss tangent imaging – MREPT 
 

MREPT yields quantitative values for conductivity and permittivity at the MR Larmor 

Frequency (128MHz at 3T MRI). The electric properties are estimated by analyzing complex 

B1
+ map using the Helmholtz equations (3.3) and (3.4).  
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where μ is permeability. In the above calculations, a smooth mollifier was applied. A kind of 

filter and the kernel size of filter can be adjusted with image SNR and geometry of phantom 

or tissues. In the phantom study, a Gaussian filter was used with kernel size of 3 and standard 

deviation of 1 to reduce the noise. A weighted second-order fitting algorithm was used for ex 

vivo data to reduce the boundary artifact around tissues. The tissue loss tangent image was 

determined from estimated conductivity and permittivity value maps (equation (3.1)). The 

electrical properties in each tissue were measured in the ROI (region of interest) which was 

selected a region of each tissue except boundary artifacts. 

 

3.2.3 Sequence – Image acquisition 

 

DA-AFI method was used to acquire the complex B1
+ map, both magnitude and phase [67]. 

The details of this algorithm are introduced in chapter 2. The magnitude of B1
+ is calculated 

using the equation (2.1). B1
+ phase was estimated using a multi-echo acquired at TR2 through 

linear least squares fitting. The approximation that the B1
+ phase is half value of the 

transceive phase value was used [1, 26, 27]. 

 

3.2.4 Experiments 
 

A phantom with different loss tangent values was built and used to demonstrate the 

performance of proposed method. Phantom was made as shown in figure 3.4a. Four regions 

were filled with varying concentrations of copper sulphate (CuSO4) as a permittivity modifier 

and sodium chloride (NaCl) as a conductivity modifier to generate different permittivity and 
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conductivity. To prevent a water fluctuation inside the phantom, the aqueous solutions were 

solidified using agar powder. Axial images of the phantom were acquired on a 3.0T MRI 

scanner (Siemens Tim Trio) using a transmit-receive head coil. Applying DA-AFI, fourteen 

slices were obtained in 3D with resolution =2.0 × 2.0 × 4.0 mm3, TR1/TR2= 20/100ms, first 

echo time = 3.55 ms, echo spacing = 3.55 ms, FA1/FA2 = 40/80°, FOV = 256 × 256 mm2, 

number of echoes = 3, NEX = 3 leading to a total scan time of 10 minutes 45 seconds. 

Ex vivo porcine shoulder imaging experiment was performed. The shoulder was soaked in 

water. DA-AFI pulse sequence was used to obtain complex B1
+ map. Eighteen slices were 

obtained in 3D with resolution =2.0 × 2.0 × 4.0 mm3, TR1/TR2= 30/150ms, first echo time = 

3.55 ms, echo spacing = 3.55 ms, FA1/FA2 = 40/80°, FOV = 204 × 256 mm2, number of 

echoes = 4, NEX = 3 leading to a total scan time of 16 minutes 33 seconds. 

 

 

3.3 Results 
 

3.3.1 Simulation 
 

Simulation results are shown in figure 3.1. Since the ablation antenna located the center of 

the tissue, RF propagates from center to boundary region. The pattern of wave propagation 

was estimated to be dependent on the conductivity and permittivity. In the dielectric medium, 

the ablation frequency becomes higher with increasing permittivity and lower with increasing 

conductivity (figure 3.1d). 
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Figure 3. 1 Simulation results performed at 915MHz. a: Phantom design, b: B1
+ magnitude, 

yellow ring denotes the tissue boundary and the ablation antenna is put into the center of the 

tissue, c: Ez (εr=40, σ=0.5 S/m), d: SAR (Electrical properties are noted on each figure.). Z-

axis is represented by the through-plane direction. 

 

Figure 3.2 displays the peak local SAR with respect to conductivity and permittivity. The 

four figures show the tendency of temperature variation with respect to ablation frequencies. 

Figure 3.2a and 3.2b show that the peak local SAR values are directly proportional to the 

conductivity. The peak local SAR values, however, are more proportional to the loss tangent 

in figure 3.2c and 3.2d. From this, the conductivity can be used to predict temperature 

variation at low frequency ranges used in RF ablation (<~300MHz) while the loss tangent can 

be the dominant parameter in predicting temperature elevation at high frequency ranges used 

in the microwave ablation (>~1GHz). 
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Figure 3. 2 Simulation results showing peak local SAR. To observe a dominant factor to 

elevate temperature, simulation was performed with four different ablation frequencies. At 

low frequency ranges used in RF ablation, the temperature is directly proportional to the 

conductivity (a, b). However, in high frequency ranges used in the microwave ablation, 

temperature elevation is proportional to the loss tangent (c, d). The loss tangent increases 

through the direction of the white arrow. 

 

The results of second simulation are shown in figure 3.3. The line plot, figure 3.3a, shows 

that the efficiency of heat transform is increased with the loss tangent increment. In figure 

3.3b, the FWHM of the local SAR is decreased with increasing ablation frequency and 

relative permittivity. It can be concluded that the energy efficiency and the effective 

penetration depth have positive correlation with the loss tangent values. 
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Figure 3. 3 a: Line plot of the heat transform efficiency. The heat transform efficiency (ratio 

of whole body SAR over energy density) is decreased with increasing relative permittivity 

(decreasing loss tangent). b: Full width at half maximum of the local SAR. FWHM of the 

local SAR is decreased with increasing ablation frequency and relative permittivity 

(Conductivity: 0.7 S/m). Therefore, the penetration depth is proportional to the loss tangent. 

The loss tangent increases through the direction of the white arrow. 

 

3.3.2 Phantom study 
 

Figure 3.4 shows phantom imaging results. As expected, the conductivity and permittivity 

images (figure 3.4b-c) have strong correlations with the ion concentrations. However, 

differences between CuSO4 and NaCl concentrations are not clearly shown in figure 3.4b-c. 

The loss tangent image represents distinct contrast to each specific region. Table 3.1 

represents the estimated electrical properties of the phantom. The literature values of 

conductivity and permittivity with respect to each concentration of NaCl and CuSO4 aqueous 

are shown in Table 3.2 [68-71]. Quantitative electrical property values match well with 

concentrations of NaCl and CuSO4. The decrease in ε and the increase in σ with respect to the 

NaCl and CuSO4 concentrations were observed. The loss tangent value is also calculated 

using equation (3.1). 

 

 



48 

 

 

Figure 3. 4 Results of the phantom study. a: MR image and the concentrations of CuSO4 and NaCl are noted at each chamber, b: Conductivity 

image, c: Relative permittivity image, d: Loss tangent image. The loss tangent image represents distinct contrast to each specific region. Since, 

the permittivity processing is more sensitive to the noise, the estimated permittivity map has larger standard deviation than the conductivity map. 
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Table 3.1. Estimated electrical properties 

 

 

 

 

 

 

 

 

Table 3.2. Literature values (25°) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(CuSO4, NaCl)(%) σ (S/m) εr tan δ 

(0.1, 0.1) 0.26±0.13 78.56±10.31 0.48±0.24 

(0.5, 0.5) 1.33±0.07 70.65±5.15 2.61±0.36 

(0.1, 0.5) 1.11±0.14 74.42±11.68 1.93±0.49 

(0.5, 0.1) 0.53±0.10 71.73±5.37 1.14±0.26 

Concentration (%) σ (S/m) εr 

CuSO4 

0.1 0.06 78.19 

0.5 0.29 77.68 

NaCl 

0.1 0.16 78.75 

0.5 0.82 77.75 
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3.3.2 Ex vivo biological tissue imaging experiments 
 

Figure 3.5 shows results of the ex vivo study. The images were masked to remove a 

disturbance from uncertain tissues. Conductivity and permittivity of the fat show low 

intensity compared to red meat. Loss tangent image, however, shows different contrast. The 

fat and red meat have similar loss tangent values. The estimated values are represented in 

Table 3.3. These results show that not only conductivity but also permittivity should be 

considered to monitor the temperature change at high frequency. 

Many artifacts (yellow arrow) appeared due to the complex structure of the tissues. Also, 

inhomogeneous tissue composition is not suitable for MREPT process since MREPT 

assumed the tissues are homogeneous. The insufficient SNR and insufficient number of 

voxels to estimate dielectric properties are sources of artifacts occurred at the boundary of fat. 

The right arrow indicates artifacts may come from the regional sources. B1
+ map would be 

hampered due to the B0 inhomogeneity since this region is adjacent to the end of the coil. 

 

Table 3.3. Estimated electrical properties 

 

 

 

 

 

 

 

 

Tissue type σ (S/m) εr tan δ 

Fat 0.30±0.16 39.56±11.60 1.16±0.95 

Red meat 0.63±0.13 75.80±10.10 1.20±0.40 
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Figure 3. 5 Ex vivo experiment results (shoulder of a pig). a: MR image. Fat is delineated with a yellow line and red meat is delineated with red 

line. b: Conductivity image, c: Relative permittivity image, d: Loss tangent image. Conductivity and permittivity of the fat (σ: 0.30±0.16 S/m, εr: 

39.56±11.60) show low intensity compared to red meat (σ: 0.63±0.13 S/m, εr: 75.80±10.10). Loss tangent image, however, shows different 

contrast (red meat: 1.20±0.40, fat: 1.16±0.95). The fat and red meat have similar loss tangent values. Artifacts (yellow arrow) appeared due to 

the complex structure of the tissues, inhomogeneous tissue composition, insufficient SNR, and insufficient number of voxels to estimate 

dielectric properties. 
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3.4 Discussion and conclusion 
 

In this study, the potential of loss tangent imaging was proposed to be a tool for predicting 

the RF wave propagation in the context of hyperthermia. The loss tangent image represents 

the interaction between the human tissue and the electromagnetic fields. The advantage of 

loss tangent imaging is in providing a new contrast mechanism which reflects the thermal 

sensitivity of human tissues. Non-invasive loss tangent was measured from the complex B1
+ 

map using MREPT algorithm. The loss tangent image was successfully reconstructed in the 

phantom study. 

The effect of the loss tangent was investigated with simulations. The relation between loss 

tangent and thermal sensitivity were observed. Especially, in high frequency ranges as those 

used in the microwave ablation, loss tangent becomes a major predicting factor in 

determining thermal sensitivity. Relationships with the heat transform efficiency and 

effective penetration depth were also investigated, which are important factors in the control 

of the ablation volume. It may be a usable marker for thermotherapy applications. 

In the simulation results of Fig. 3.2-3, a pulsatile pattern was revealed which is due to 

resonance. The resonance occurs when the oscillation frequency matches the natural vibration 

frequency of the material. At these resonance frequencies which are at half the wavelength, 

the material absorbs more energy than at other frequencies. The wavelength becomes shorter 

with the increase of RF frequency and permittivity of material. Therefore, the pattern 

becomes denser according to the increase of ablation frequency and tissue permittivity. 

Dielectric properties of the tissues have frequency dependence. Typically, permittivity is 

continuously decreased and conductivity is increased with frequency for soft tissues [31, 65]. 

Most of the electromagnetic dosimetry study measured a spectrum in the broad frequency 

range, from several Hz to GHz. However, the proposed method measured loss tangent at only 
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the Larmor frequency because MRI was used to imaging loss tangent. This shortage can be 

overcome to use multiple Cole-Cole expression [72] which is used to interpolate the spectrum 

of loss tangent [73]. 

In actual hyperthermia, the electrical properties of the background tissue also affect RF 

heating [74]. The electrical conductivity of each tissue determines the current pathway and 

current density. In this study, a simulation phantom was designed that composed one 

homogeneous tissue for clarity and simplicity to observe the effect of the loss tangent. 

Additional simulation should be performed in many situations for determining the ablation 

efficiency and the temperature elevation.  

MREPT process is sensitive to noise due to the Laplace operator. Recently, various post 

processing methods such as weighted polynomial fitting, median fitting, and bilateral filter 

have been developed to obtain accurate electrical property maps [3, 75]. Smoothing filter 

such as Gaussian filter is the most frequently used technique to reduce noise from acquired 

data. Weighted polynomial fitting method can improve the quality of the electrical property 

maps and significantly reduce the boundary artifact occurring at boundary of different tissues. 

Conventionally, a smooth filter is applied to reduce the noise to the homogeneous region 

while a fitting algorithm was used to ex vivo or in vivo experiment due to the complex 

geometry. The electrical property estimation of the biological tissue is a challenging work. 

SNR is a one of limitation factor when applying this technique to biological tissues. Further 

improvements of MREPT technique are needed. 
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Chapter 4  

Flow effect removal and phase correction 
within the flow component for conductivity 
estimation 
 

 

 

4.1 Introduction 
 

Imaging the electric property of tissues can potentially provide new contrast for the 

diagnosis of various diseases [29, 36, 76]. In this thesis, the electrical properties were 

measured using complex B1
+ map. In particular, to calculate the electrical conductivity, 

accurate measurements of the B1
+ phase are needed. The phase information of the B1

+ is 

frequently distorted due to the flow components which include capillary, vessel, and even 

cerebrospinal fluid (CSF) flow. 

Electrical conductivity of the blood is interested to monitor the hemodynamic [32, 77-79]. 

The conductivity of blood is measured using impedance meter and blood suspension are 

modeled by the Maxwell-Fricke equation [80]. Many studies find that the conductivity of 

flowing blood is changed due to flow [32, 41, 81]. In MRI, the phase distortion due to flow 

propagates and significantly degrades the conductivity estimation. Therefore, a 

preconditioning is needed to limit the phase perturbation from flow in order to get a 

conductivity map without flow effects. 

For static tissues, zeroth-order moment accumulates when encoding gradients are applied 

and this moment is compensated by refocusing gradients. However, for moving spins such as 

laminar flow, uncompensated first-order moments of encoding gradient remain and cause 

unwanted image artifacts. Imaging sequence can be modified with the use of additional 
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gradient to compensate the phase distortion from the moving spins [82]. These flow 

compensation techniques such as gradient moment nulling [83, 84] can be used to remove the 

undesired phase accumulation coming from flow. 

Simple technique to remove flow effect is an application of double spin echo [85]. Phase 

cancellation occurs at every even echo due to spin rephasing since the movement of laminar 

flow is coherent. Hence, reduction of ghosting is observed at even echo images of the double 

spin echo sequence. 

After removal of undesired effects, the flow signal contains information regarding the 

source of dynamic components information such as blood flow and cardiovascular function 

[86]. Quantitative flow measurement can be achieved by phase-contrast (PC) MR imaging. In 

phase-contrast methods, moving spins are imaged by applying flow encoding gradient [87, 

88]. For moving spins, a phase shift is generated along the flow encoding gradient. This 

phase shift is proportional to the velocity of the moving spins. Therefore, after elimination of 

the phase shift generated by other sources, the velocity of motion can be calculated using the 

measured phase shift. 

This study focuses on the reconstruction of in vivo conductivity map using flow 

compensated double spin echo signals and analyzes flow induced effects in B1
+ phase to 

improve the estimation of electrical conductivity. This approach is studied with phantom and 

in vivo experiments. 
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4.2 Methods 
 

4.2.1 B1
+ mapping using double spin echo 

 

Gradient moment nulling removes the ghosting artifacts in the magnitude image effectively. 

However, phase within the flow still has additional flow induced phase component [89]. A 

double spin echo sequence is used to remove the phase perturbation. The double spin echo 

sequence is described in figure 4.1. The first-order moment is –γGxΔt2 at the first echo and 

zero at the second echo. Here, the Gx is the magnitude of the readout gradient. 

 

 

Figure 4. 1 Sequence diagram of a double spin echo sequence. The second echo provides 

nulled first-order moment. The first echo is same as a normal spin echo image. 

 

The standard B1
+ mapping method can be used in the case of double echoes. In this work, 

the magnitude of the B1
+ is determined by DAM which uses the signal ratios of images 

acquired using two different flip angles (α and 2α). 

1 2

1

cos
2DAM

S

S
                              (1.5) 

where S1 and S2 are signal intensity with different flip angle α and 2α, respectively. The 

phase of the B1
+ is determined from phase information of a spin echo image. 
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4.2.2 Flow imaging 
 

Flow causes phase difference and it linearly accumulates with respect to velocity of the 

flow, therefore velocity map can be calculated using 2D PC acquisition. Two sets of image 

were acquired using bSSFP sequence with and without flow and then phase difference was 

calculated between the two images. To remove phase perturbation inside the flow component, 

a spatial polynomial fitting is performed on the phase difference image. Using the fitted 

coefficients and velocity map which were acquired using 2D PC technique, the B1
+ phase 

with flow component can be corrected within the ROI region. The phase of the B1
+ is 

determined from phase information of a bSSFP image. 

 

4.2.3 Conductivity imaging 
 

The conductivity (σ) is measured from B1
+ phase map using the Helmholtz equation 

2
1

1

( )
( )

( )

B r
r real

i B r








 
  

 
                        (3.3) 

where μ is permeability, and ω is the angular frequency. 

Double spine echo experiment 

In the MREPT process, a Gaussian filter with kernel size 5 and standard deviation 1 was 

used to reduce the noise. The kernel size was determined with SNR of the image to get a 

homogeneous conductivity map. Both B1
+ magnitude and phase were used to calculate the 

conductivity. 

Flow imaging experiment 

A half of the bSSFP phase was used calculate to the B1
+ phase and resulting B1

+ phase was 

used to estimate the conductivity mapping. In this experiment, a straw is put into the phantom 

to mimic a vessel structure. A number of voxel inside the straw is smaller than other tissues, 
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fitting algorithm was used to estimate the electrical conductivity. A weighted second-order 

fitting algorithm was applied experimental data to reduce the boundary artifact among tissues. 

Median filter with kernel size 3 was used to reduce impulse noise before conductivity 

estimation. 

 

4.2.4 Imaging experiments 
 

A vessel mimicked phantom was made as shown in figure 4.2. Background region except 

inside the straw was filled with NaCl aqueous solution having conductivity value of 1.9 S/m. 

The diameter of straw was 11 mm. Through the straw, NaCl solution was pumped into the 

pipe by a motor pump with a certain velocity (50 m/s). A bottle of the NaCl aqueous solution 

which was pumped into the straw was also imaged as a reference. 

 

 

Figure 4. 2 A vessel mimicked phantom. Background region has 1.9 S/m conductivity value. 

The diameter of straw was 11 mm. NaCl aqueous solution was pumped into the straw. 

 

Double spin echo experiment 

Phantom and in vivo experiments were performed using the double spin echo sequence. 
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In the phantom experiments, the flowing solution had 4.9 S/m conductivity value. Axial 

images of the phantom were acquired on a 3.0T Siemens Tim Trio MRI scanner using a 

transmit-receive head coil. For B1
+ magnitude mapping, two consecutive scans are performed 

with α1 = 60°, α2 = 120° and 180° for all of the refocusing pulses. Six slices were obtained in 

2D acquisition mode with resolution 1.5 × 1.5 × 4.0 mm3. Although large voxel size is 

preferred to achieve high SNR, 1.5 mm was chosen in order to guarantee sufficient number of 

voxels inside the straw. The double spin echo sequence with TR = 5000 ms, TE1 = 12 ms, 

TE2 = 24 ms (twice of TE1), and FOV = 96 × 196 mm2 was used, leading to a total scan time 

of 32 min at each scan. 

In vivo experiment was performed with a healthy normal volunteer. Sagittal images were 

acquired using a transmit-receive head coil. Four slices were obtained in 2D acquisition mode 

with resolution 2.0 × 2.0 × 5.0 mm3. The double spin echo sequence with TR = 2000 ms, TE1 

= 8.8 ms, TE2 = 17.6 ms (twice of TE1), FOV = 256 × 256 mm2, NEX = 4 was used, leading 

to a total scan time of 17 min at each scan. 

Flow imaging experiment 

Phantom experiment was performed. The flowing solution conductivity was 1.9 S/m (same 

as a conductivity of background region). Axial images of the phantom were acquired using a 

transmit-receive head coil. Two sets of image were acquired with and without flow. The 

parameters of the bSSFP sequence were resolution = 1.0 × 1.0 mm2, slice thickness = 5 mm, 

TR/TE = 4.10/2.05 ms, FA = 70°, FOV = 128 × 128 mm2, NEX = 8 leading to a scan time of 

5.8 seconds. The 2D-PC image was scanned with same parameters except for the TR/TE = 

15.80/4.37 ms, FA = 15°, VENC = 90 cm/s. The scan time was 3.5 seconds. 
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4.3 Results 
 

4.3.1 Phantom study of double spin echo experiment 
 

The magnitude and phase images are shown in figure 4.3 a-b, respectively. The left column 

represents the first echo images and the right column shows the second echo images. The 

ghosting artifact along the phase encoding direction is shown in first echo. The B1
+ map and 

reconstructed conductivity map (figure 4.3 c-d, first column) is hampered by the ghosting 

artifact. For the second echo images, the ghosting artifact is significantly reduced and the 

conductivity map is reconstructed successfully at the homogenous region while the estimated 

conductivity of flowing signal is different from the reference solution. Since the flow signal is 

nulled at the second echo, the phase signal inside the straw has low SNR. Therefore, the 

reconstructed conductivity value inside the straw is regarded as noise. Source of the 

overestimated conductivity value near the wall of the straw is not only a flow signal but also 

a boundary artifact.
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Figure 4. 3 Results of the phantom experiments. a. Acquired images using double spin echo sequence. Ghosting artifact is shown at the first 

echo images along the phase encoding direction while the flow effect is almost removed at the second echoes. The red circled signal is a 

reference of the flowing solution. b. Phase image of a double spin echo. The phase is also used as a B1
+ phase. c. B1

+ magnitude map measured 

by DAM method. d. Reconstructed conductivity map using MREPT technique.
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4.3.2 In vivo study of double spin echo experiment 
 

The results of in vivo study are shown at figure 4.4. Signal intensity becomes restored 

between the cerebrum and the cerebellum at the second echoes (red circled region). The 

increased intensity of the second echo’s magnitude image compared to the first echo image is 

caused by the addition of stimulated echoes. This induces higher SNR without distortion of 

the phase information, which is an added benefit of using double spin echo. The pattern of 

B1
+ magnitude shows that using the second echo is better in estimating the B1

+ magnitude 

even though a relatively short TR was used. White arrows show distorted and restored 

regions by the signal attenuation caused by flow. 

The B1
+ magnitude signal varied depending on the brain geometry while normal B1

+ 

magnitude smoothly varies. Conventionally, DAM method recommends long TR (TR ≥ 5×T1) 

to ignore the T1 relaxation term. However, short TR (2000 ms) was used in this study due to a 

limitation of the scan time. Therefore, the T1 contrast was remained at the ratio of images 

(S2/S1) and it causes B1
+ magnitude mapping error. 

The reconstructed conductivity is shown in figure. 4.4d. Using the phase of second echo to 

estimate conductivity shows better geometry of brain especially near the CSF than using the 

phase of first echo. Since brain has a complicated geometry and consisted of numerous 

tissues, the processing of MREPT is difficult. Although some boundary artifacts are 

smoothened by the Gausian filter, many artifacts remain in the conductivity map. 
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Figure 4. 4 Results of the in vivo experiments. a. Acquired images using double spin echo sequence. Signal intensity become restoration 

between the cerebrum and the cerebellum (red circled region). b. Phase image of a double spin echo. c. B1
+ magnitude map measured by DAM 

method (Scale: [0.7, 1.3]). d. Reconstructed conductivity map using MREPT technique (Scale: [0, 2.5] S/m). White arrows show distorted and 

restored regions by the signal attenuation caused by flow. 
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4.3.3 Flow imaging experiment 
 

Figure 4.5 shows the magnitude, phase and estimated conductivity images. Flow induced 

phase can be estimated to compare the two sets of data (with and without flow data). 

Additional phase was accumulated when the aqueous solution flows through; therefore the 

electrical conductivity was highly overestimated at the flowing region (w/o flow: 1.60 ± 0.05 

S/m, with flow: 8.86 ± 0.46 S/m), while same conductivity values were estimated at both 

background regions (w/o flow: 1.59 ± 0.03 S/m, with flow: 1.55 ± 0.10 S/m). The scale was 

adjusted to express the overestimated conductivity. The measured conductivity was entirely 

underestimated compare to true conductivity. Lack of the B1
+ magnitude can cause 

underestimation of the conductivity. 

 

 

Figure 4. 5 Results of the phantom experiment. a. Acquired images with and without flow 

using bSSFP sequence. b. Half of the phase of the bSSFP image. This phase is used as the 

B1
+ phase. Additional phase accumulation is observed in the flow image. c. Estimated 

conductivity maps. The electrical conductivity was highly overestimated at the flowing 

region, while same conductivity values were estimated at both background regions. 
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Since the phase difference (phase with flow – phase w/o flow) and velocity encoded map 

shows similar pattern (figure 4.6 a-b), the phase difference was fitted linearly by the velocity 

map which is acquired with 2D-PC acquisition. The measured average velocity was 60 m/s 

inside the straw. The flow induced phase was notably reduced after phase correction (figure 

4.6 c) and the reconstructed conductivity value is close to real value (figure 4.6 d). The 

estimated conductivity inside the straw was 2.44 ± 0.01 S/m and background conductivity 

was 1.53 ± 0.02 S/m. At the boundary of straw, uncorrected phase was shown. Also, due to 

the low SNR of the velocity map, noise was significantly increased inside the straw. These 

factors cause estimation error of conductivity. 

 

 

Figure 4. 6 Results of the phase correction. a. Phase difference map (phase with flow – phase 

w/o flow). b. Velocity encoded map which is acquired with 2D-PC acquisition. c. Corrected 

phase map. d. Conductivity map estimated using the corrected phase. 
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4.4 Discussion and conclusion 
 

This study tried to estimate the conductivity of flow and proposed a double spin echo 

sequence to remove effects of flow from the conductivity. The double spin echo method 

removes the flow perturbation effectively from the whole image. The accuracy of estimated 

conductivity map is improved near the flow, since the ghosting artifacts are significantly 

reduced from the images and B1
+ map. 

Estimation of conductivity is inaccurate at the flow component due to additional flow 

induced phase. Balanced SSFP-based EPT approaches should take note of this factor in the 

presence of flow. I tried to remove the additional phase using spatial polynomial fitting. Since 

strong correlation between the phase difference of with and without flow signal and velocity 

encoded phase was observed, the velocity encoded phase which is acquired from a separate 

acquisition was used to the spatial polynomial fitting. This two-step process can correct for 

the flow related additional phase. 

Flow induced phase follows a quadratic profile. The phase induced by conductivity is also 

expressed as a quadratic function, therefore, separation of the flow induced phase from the 

B1
+ phase is impracticable using only a spatial polynomial fitting. The fitted coefficient 

would be correlated with echo time, local field variation and other extra terms. More 

dedicated approaches such as interleaving the flow encoding and non-flow encoding can 

provide a more robust method for phase correction. 

Blood can be described as a suspension of ellipsoidal particles such as red blood cells in an 

electrolytic solution. The electrical conductivity of blood depends on the hematocrit (the 

volume fraction of red blood cells) and the conductivity of plasma which depends on the 

temperature, ionic content, and so on [41, 78]. Also, conductivity of blood contains 

information related to the velocity of the blood. The electrical conductivity of flowing blood 

was observed that the conductivity was increased in comparison to the conductivity of 
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stagnant blood [32, 81]. However, the electrical conductivity is not linearly proportional to 

the velocity of blood [90]. 

Many smoothing filter is used to reduce the noise, since MREPT process is sensitive to 

noise and the variation of tissues. However, the smoothing filter causes a partial volume 

effect at the boundary of tissues. To avoid partial volume effect, sufficient number of voxel in 

each homogeneous region should be guaranteed. Because most regions of existing flow such 

as blood vessel are small and narrow, the conductivity measurement of flow is difficult. In 

many cases, the conductivity values of flow are hampered by boundary artifact. In this study, 

therefore image acquired with higher resolution than other MREPT approaches. 

Flow is assumed laminar flow which travels smoothly and undergoes regular paths. 

However, in the straw, flow perturbation exists at the entrance of the straw, the exit of the 

straw, and near the wall of straw. These could be eliminated using higher-order moment 

compensation with encoding gradients. Currently, higher-order moment remains at the B1
+ 

phase, causing estimation error of conductivity. 

  The signal intensity was reduced when the spin is flowing or moving at both double spin 

echo and bSSFP data. Since SNR is an important factor to obtain accurate conductivity map, 

there are some limitations to estimate the conductivity of flow. Future studies could focus on 

moving spins even though the signal of static spins is damaged. 
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Chapter 5 

Future directions 
 

 

 

5.1 Complex B1
+ mapping 

 

5.1.1 B0 inhomogeneity 

 

Although the proposed method successfully measured the B1
+ map, a fundamental 

limitation appears in the regions of severe signal loss due to high B0 inhomogeneity since the 

approach was implemented based on a gradient echo sequence. Although optimal parameters 

were used, the accuracy of measured phase is insufficient to estimate the electrical properties. 

In terms of sequence development, the TE and ΔTE can be minimized to reduce the B0 effect 

or the combination of flip angles can be changed to acquire higher SNR signal at the TR2. 

However, the limitation of the gradient sequence still remains. 

A z-shimming technique effectively recovers signal loss due to the macroscopic field 

inhomogeneity [91]. This technique reduces the phase dispersions induced by field 

inhomogeneity to adopt additional compensation gradients in the through-plane direction. Z-

shimming technique is conventionally used to improve the performance of T2* mapping 

which uses multi-echo gradient echo data. The z-shimming technique can be applied to the 

proposed method since DA-AFI also uses the multi-echo gradient echo data. 
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5.1.2 Linear fitting algorithm 

 

A linear fitting algorithm was used to estimate B1
+ phase. This algorithm reconstructed the 

initial phase successfully at the static tissues. However, the phase accumulates does not 

always have linear dependency with TE. For example, linear fitting algorithm is not suitable 

for estimation the phase contribution of flowing blood since the phase of the moving spins 

does not necessarily evolve linearly. Also, the phase induced by eddy current should be 

considered due to the repeated readout gradients. Schemes which compensate the high-order 

terms could be combined to the proposed sequence or technique [55, 56, 85, 92]. 

 

 

5.2 Loss tangent imaging 
 

5.2.1 Spectrum of the loss tangent 

 

The possibility of loss tangent imaging is proposed to be a tool for predicting the RF wave 

propagation in the context of hyperthermia. The motivation to perform loss tangent imaging 

is in providing a new contrast mechanism which reflects the thermal sensitivity of human 

tissues. The proposed loss tangent image represents the interaction between the human tissue 

and the electromagnetic fields at the Larmor frequency. Dielectric properties of the tissues 

have frequency dependence. Most of the electromagnetic dosimetry study measured a 

spectrum in the broad frequency range, from several Hz to GHz. However, the proposed 

method measured loss tangent at only the Larmor frequency (64-300MHz) because MRI was 

used to imaging loss tangent. A multiple Cole-Cole expression [72, 73] which is used to 

interpolate the spectrum of the electrical properties can be used to estimate the loss tangent at 

the other frequencies. 
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5.2.2 Additional simulation and experiments 

 

In this study, a simulation phantom was designed that was composed of one homogeneous 

tissue for clarity and simplicity to observe the effect of the loss tangent. The electrical 

properties of the background tissue give change to RF heating [74]. The current actual 

pathway and current density will be determined by the entire tissue’s electrical properties. 

Therefore, additional simulation should be performed in many situations for determining the 

ablation efficiency and the temperature elevation. 

The analysis of the loss tangent was performed using simulations and the potential of loss 

tangent imaging as a tool for predicting the RF wave propagation was proposed. The 

remaining step is phantom experiments. Phantom or ex vivo tissues can be a good object to 

observe the effect of the loss tangent during the hyperthermia. To further validate the results 

of simulations, additional phantom experiments are needed. 

 

 

5.3 Conductivity imaging of flow 
 

Although the estimated conductivity map shows that the double spin echo method 

effectively removes the flow perturbation from the whole image, there is a limitation in 

acquiring the flow signal using the double spin echo sequence due to the signal nulling of 

flow. Therefore, balanced SSFP sequence and 2D PC sequence were proposed to estimate the 

flow effects. With the flow component, estimation of conductivity is inaccurate at the flow 

due to additional flow induced phase. The proposed process can correct for the flow related 

additional phase but this technique is not suitable for in vivo application. Also, separation of 

the flow induced phase from the B1
+ phase is impracticable using only a spatial polynomial 
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fitting. The flow induced phase would be correlated with echo time, local field variation and 

other extra terms. More dedicated approaches such as interleaving the flow encoding and 

non-flow encoding should be provided for a more robust method. 
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국문요약 

자기공명영상장치는 인체 내부를 방사능 피폭 없이 비침습적으로 시각화 할 수 

있으며 임상적으로 매우 유용하게 이용된다. 특히 다양한 대조도의 영상을 

제공하며 다양한 활용성으로 인하여 기초과학연구분야에서도 많은 연구가 

진행되고 있다. 자기공명영상을 이용한 다양한 정량분석연구 중에 생체 내의 

전기적 특성에 대한 영상화 연구는 비교적 최근에 등장한 분야이다. 생체 내의 

전기적 특성은 다양한 분야에서 활용될 수 있으나 기존의 연구들은 침습적인 

방식를 통해 이루어졌기 때문에 임상적 이용에 한계가 있다. 따라서 본 논문은 

생체 내의 전기적 특성을 자기공명영상을 이용하여 측정하는 방법을 소개하며 

전기적 특성을 이용한 새로운 대조도의 영상을 제시한다. 첫째로 생체 내의 

전기적 특성을 측정하기 위해 사용되는 신호를 자기공명영상장치로부터 획득하는 

방법을 개발하였다. 기존의 방법보다 개선된 신호를 획득하며 동시에 크기영상과 

위상영상을 획득함으로써 스캔 시간을 단축하였다. 둘째로 획득한 도전율과 

유전율 영상을 통해 새로운 대조도를 가지는 로스 탄젠트 영상을 제시하였으며 

로스 탄젠트 영상의 특성과 활용 분야에 대해 분석하였다. 마지막으로 기존 

방식으로 제거하기 힘들었던 유체의 영향을 도전율 영상으로부터 제거하였으며 

유체의 도전율을 획득하기 위한 기법을 제시하였다. 이상의 연구성과들은 기존에 

침습적으로 수행되던 정량분석연구분야를 비침습적인 연구를 통해 수행할 수 

있도록 하며 자기공명영상 연구분야를 확장시키는 데에 기여할 수 있을 것이다. 
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